Tabela 3 – Bugs classificados

| **Id** | **Componente** | **Título** | **Activity** | **Trigger** | **Impacto** | **Severidade** |
| --- | --- | --- | --- | --- | --- | --- |
| 1906941 | openstack-nova | Volume attached at two instances after failover because compute outage | System Test | Software Configuration | Crash | High |
| 1908405 | openstack-nova | Nova is out of sync with ironic as hypervisor list in nova does not agree with ironic list after reboot of the nodes | System Test | Software Configuration | Crash | Unspecified |
| 1894829 | openstack-nova | [rhosp16] [rt-kvm] Failure in instances build as libvirtd enters uninterruptible state | System Test | Software Configuration | Crash | Urgent |
| 1774332 | openstack-nova | resizing from flavor with swap to one without swap puts instance into Error status | System Test | Blocked Test | Crash | High |
| 1851417 | openstack-nova | [RFE] [NFV] Support live migration of a VM with an SRIOV PF port | System Test | Software Configuration | Crash | High |
| 1852110 | openstack-nova | nova host-evacuation returns erroneous pci addresses and an error: Unable to correlate PCI slot | System Test | Startup/Restart | Crash | High |
| 1899468 | openstack-nova | Provide a workaround option and/or nova-manage command to force the refresh of connection\_info during a hard reboot | System Test | Startup/Restart | Crash | High |
| 1700390 | openstack-nova | KVM-RT guest with 10 vCPUs hangs on reboot | System Test | Startup/Restart | Crash | High |
| 1860808 | openstack-nova | [OSP 17][RFE] Allow admins to cold evacuate instances from down compute hosts | Function Test | Test Interaction | Crash | Medium |
| 1860904 | openstack-nova | [RFE][OSP 17] Persist disk addresses in the bdms of an instance | Design Review | Backward Compatibility | Crash | Medium |
| 1899581 | openstack-nova | MessagingTimeout while in nova.compute.api.API.\_create\_volume\_bdm can leave orphaned BDM records in the database | Code Inspection | Concurrency | Crash | Medium |
| 1851490 | openstack-nova | Revert migration does not work when destination host is faulty | System Test | Recovery/Exception | Crash | Medium |
| 1679420 | openstack-nova | Unable to provision a instance after nova.conf is configured for ssl = true in [oslo\_messaging\_rabbit] section | System Test | Software Configuration | Hang | High |
| 1774243 | openstack-nova | When trying to migrate VMs from a failed compute node, we receive a ResourceProviderCreationFailed traceback | System Test | Blocked Test | Hang | Urgent |
| 1668318 | openstack-nova | [RFE][TestOnly] - For inclusion of ed25519 type key pairs in nova | System Test | Recovery/Exception | Hang | Low |
| 1590472 | openstack-nova | RFE: QEMU VFIO based block driver for NVMe devices (OSP) | System Test | Blocked Test | Performance Degradation | Unspecified |
| 1834451 | openstack-nova | [OSP16.0][nova-compute] error occurred while updating compute node resource provider status to "enabled" | System Test | Startup/Restart | Performance Degradation | Low |
| 1856426 | openstack-nova | Following an update from 16z2 to 16.1 multiple tempest tests fail with internal server error | Code Inspection | Backward Compatibility | Performance Degradation | High |
| 1569039 | openstack-nova | Live Migration fails | System Test | Blocked Test | Incorrect Functionality | Unspecified |
| 1907392 | openstack-nova | [OSP 17] n-api should reject requests to attach a volume to an instance \*if\* an active bdm record exists | System Test | Software Configuration | Incorrect Functionality | Unspecified |
| 1904525 | openstack-nova | Overcloud node Power State is NOSTATE after FFU and nova stop | System Test | Software Configuration | Incorrect Functionality | Medium |
| 1878749 | openstack-nova | tempest.api.compute.servers.test\_servers\_negative DELETE race | Design Review | Design Conformance | Incorrect Functionality | Urgent |
| 1767797 | openstack-nova | When unshelving an SR-IOV instance, the binding profile isnt reclaimed or rescheduled, and this might cause PCI-PT conflicts | System Test | Recovery/Exception | Incorrect Functionality | High |
| 1820202 | openstack-nova | Live migration of non-NUMA non-pinned instances does not update cpu\_shared\_set mapping | Code Inspection | Logic/Flow | Incorrect Functionality | High |
| 1614280 | openstack-nova | [RFE] Nova should refuse to launch overcommit guests on hosts where cpu\_dedicated\_set overlaps with isolcpus | Code Inspection | Backward Compatibility | Incorrect Functionality | Medium |
| 1643487 | openstack-nova | [RFE] Provide the ability to create ephemeral disk with no filesystem | Function Test | Test Interaction | Incorrect Functionality | Medium |
| 1728298 | openstack-nova | nova virtio-scsi drivers turned to virtio-blk after rescue mode | System Test | Hardware Configuration | Incorrect Functionality | Medium |
| 1872314 | openstack-nova | [OSP 16.1] Cant launch instance if name ends with a number | Design Review | Design Conformance | Incorrect Functionality | Medium |
| 1877289 | openstack-nova | [OSP 17][RFE][rbd] Create a unique rbd user for each host volume attachment | Design Review | Side Effects | Incorrect Functionality | Unspecified |
| 1808416 | openstack-nova | Unshelved instance cant migrate and resize | System Test | Blocked Test | Incorrect Functionality | Medium |
| 1852299 | openstack-nova | Snapshot cannot be deleted when the instance is shutdown after multiple snapshots creation if cinder nfs backend is used | System Test | Startup/Restart | Incorrect Functionality | Medium |
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